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Abstract

We consider two stage least squares (2SLS) estimators of a simple simultaneous equations

model when identi�cation fails asymptotically. We investigate how the limiting distribution

of the estimator changes as we vary our parametrization to allow for increasing degrees of

nonidenti�cation.
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In this note we consider a simple simultaneous equations model under conditions that imply

asymptotically vanishing identi�cation. Staiger and Stock (1997) considered models of this

type under a speci�c speci�cation of weak instruments. We generalize their speci�cation to

a continuum of parametrizations under which identi�cation becomes weak, thus allowing for

varying degrees of weakness. We analyze the limiting distribution of the 2SLS estimator for

our model and describe how it changes as we change our assumptions about the severity of the

identi�cation problem.
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We consider the following model

yi = xi � � + "i

xi = z0i� + vi = z0i

�
n���

�
+ vi

where

0 < � <1

and � is a k� 1 vector of nonstochastic constants. Staiger and Stock (1997) considered the case

where � = 1
2 to examine properties of IV estimators with weak instruments. Because we allow

for � < 1=2 our instruments are stronger in that case and we call the instruments �nearly weak�.

If � > 1=2 then the instruments are weaker than in the case considered by Staiger and Stock

and we refer to that situation as the �near-nonidenti�ed�case.

We observe a sample fxi; yi; zigni=1 and organize the observations as y = (y1; :::; yn)
0 ; x =

(x1; :::; xn)
0 and z = (z01; :::; z

0
n) such that x and y are n� 1 vectors and z is a n� k matrix. For

simplicity, we will assume that zi are nonstochastic such that n�1z0z is �xed at M , and ("i; vi)

is i.i.d. bivariate normal with zero mean.

1 First Order Asymptotics

Consider the distribution of 2SLS

b =
x0Py

x0Px
= � +

x0P"

x0Px

= � +
x0z (z0z)�1 z0"

x0z (z0z)�1 z0x
(1)

Here, P = z (z0z)�1 z denotes the usual projection matrix. We need to consider three components

to analyze the asymptotic distribution of b: x0z, z0z, and z0": De�ne the following quantities

�
Z 0"; Z

0
v

�0 �  n�1=2"0z; n�1=2 nX
i=1

z0ivi

!0
� N (0;�
M)
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with

� =

2664 �2" �"v

�"v �2v

3775 :
Lemma 1 For 0 < � < 1=2

n�1+�z0x �M�+ n�1=2+� � Zv =M�+Op

�
n�1=2+�

�
;

for � = 1=2

n�1=2z0x �M�+ Zv =M�+Op (1) ;

and for 1=2 < � <1

n�1=2z0x � O
�
n��+1=2

�
+ Zv = N

�
0; �2vM

�
+ o(1):

Proof. For 0 < � < 1=2, the assertion can be proved by noting that

n�1+�z0x = n�1+�
nX
i=1

zixi = n�1+�n��

 
nX
i=1

ziz
0
i

!
�+ n�1+�

nX
i=1

zivi

= M�+ n�1=2+�

 
n�1=2

nX
i=1

zivi

!
:

Similarly, note that for 1=2 < � <1 we have

n�1=2z0x = n�1=2
nX
i=1

zixi = n�1n��+1=2

 
nX
i=1

ziz
0
i

!
�+ n�1=2

nX
i=1

zivi

= n��+1=2M�+ n�1=2
nX
i=1

zivi:

Lemma 2

n�1=2z0" = Z" = Op (1)
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Using the preceding lemmas, for the case of nearly weak instruments we can conclude that

n1=2�� (b� �) =
�
n�1+�x0z

� �
n�1z0z

��1 �
n�1=2z0"

�
(n�1+�x0z) (n�1z0z)�1 (n�1+�z0x)

= Op (1)

This makes sense because it gives a continuity in the rate of convergence as � " 1
2 . As � "

1
2 ,

we would like to have the situation where b � � approaches Op (1) in order to maintain some

continuity to Staiger and Stock�s (1997) analysis. On the other hand, when � � 1=2 we �nd by

applying the lemmas and the same argument as before that

b� � = Op (1) :

In other words for all �xed values of � � 1=2 the 2SLS estimator is inconsistent and as we will

show later has some limiting distribution.

We now analyze the asymptotic distribution itself. Let Z1 = ��1v M�1=2Zv, Z2 = ��1" M�1=2Z",

and �� = ��1v M1=2�. Again, the preceding lemmas imply the following result.

Theorem 1 Let b be de�ned in (1). For 0 < � < 1=2, it follows that

n1=2�� (b� �)! N
�
0; �2"

�
�0M�

��1�
:

For � = 1=2,

b� � ! �"
�v

(��+ Z1)
0 Z2

(��+ Z1)
0 (��+ Z1)

;

and for � > 1=2,

b� � ! �"
�v

Z 01Z2
Z 01Z1

:

In other words, nearly weak IV asymptotics roughly predict that

b� � � N

�
0;
1

n
�2"
�
�0M�

��1�
;
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which is the same prediction as implied by the �usual��rst order asymptotic theory. An im-

mediate consequence of this result is that the nearly weak limit distribution does not re�ect the

type of �nite sample moments usually associated with the 2SLS estimator while it was shown by

Chao and Swanson (2000) that the weak instrument limit of Staiger and Stock (1997) preserves

the exact �nite sample moments of 2SLS under the conditions imposed in this paper.

Finally, for the near-nonidenti�ed case some of the features of the �nite sample moments

such as the dependence of the mean squared error and bias on the correlation between " and v

are preserved while others such as the dependence of the bias on the number of overidentifying

restrictions are lost.

The limiting distributions near the point of nonidenti�cation are therefore discontinuous in

the sense that their implied moments change discontinuously when � " 1=2 and � # 1=2. While

the nearly weak limit does not seem to be of much interest in capturing small sample distortions

of 2SLS the distinction between � = 1=2 and � > 1=2 is more delicate and the relevance of the

corresponding limit distribution for the actual small sample distribution in general will depend

on sample size and parametrization of the model.

Testable implications of the weak instrument and near-nonidenti�cation limits can be ob-

tained by considering the �rst two moments of the respective limit distributions.

Theorem 2 Let  1 =
�"
�v
(��+ Z1)

0 Z2= (��+ Z1)
0 (��+ Z1) and  2 =

�"
�v
Z 01Z2=Z

0
1Z1. Then

E [ 1] = �"v�
�2
v e���

0��=2
1F1

�
k

2
� 1; k

2
;
��0��

2

�
;

E
�
 21
�
= ��1" �2"v�

�3
v

�
�2"�

2
v

�2"v (k � 2)
1F1

�
k

2
� 1; k

2
;
��0��

2

�
+
k � 3
k � 2 1F1

�
k

2
� 2; k

2
;
��0��

2

��

where 1F1(a; b; x) =
P1
j=0(a)j=(b)jx

j=j! is the con�uent hypergeometric function with (a)j =
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�(a+ j)=�(a) and

E [ 2] = �"v�
�2
v ;

E
�
 22
�
=

�"�
�1
v

k � 2 + �
�1
" �2"v�

�3
v

k � 3
k � 2 :

Proof. For a proof of the �rst result see Chao and Swanson (2000). The second result

follows from exp (0) = 1 and 1F1 (:; :; 0) = 1:

The theorem reveals a discontinuity in the limiting distribution when � # 1=2 with � �xed. At

the same time, and for a given sample size n; one can represent the degree of non-identi�cation

by an appropriate choice of ��0��: In other words, as ��0��! 0 the moments of  1 predict the same

behavior of the 2SLS as under the near-nonidenti�ed limit distribution, namely that the bias

becomes insensitive to the number of instruments.

2 Higher Order Asymptotics

The results in the previous section show that the near weak instrument approximation does

not lead to asymptotic distributions that di¤er in their predictions form the usual �rst order

asymptotics with strong identi�cation. In particular the asymptotic bias of the estimator is

zero. We now consider �higher order� asymptotics to investigate if the near weak instrument

case leads to di¤erent higher order approximations to bias and mean squared error.

For this purpose we write

�
n�1+�x0z

� �
n�1z0z

��1 �
n�1=2z0"

�
=

�
M�+ n�
Zv

�0
M�1Z"

= �0Z" + n
�
Z 0vM

�1Z"
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and

�
n�1+�x0z

� �
n�1z0z

��1 �
n�1+�z0x

�
=

�
M�+ n�
Zv

�0
M�1 �M�+ n�
Zv

�
= �0M�+ 2n�
�0Zv + n

�2
Z 0vM
�1Zv

where


 � 1

2
� �

denotes the rate of convergence of 2SLS. Let

�1 = �0Z"

�2 = �0M�

a = Z 0vM
�1Z"

b1 = 2�0Zv

b2 = Z 0vM
�1Zv

s = n�


We may then write n
 (b� �) as

�1 + as

�2 + b1s+ b2s2
;

which has a power series expansion

�1
�2
+

�
a

�2
� �1b1

�22

�
s+

�
��1b2
�22

� b1a

�22
+
b21�1
�32

�
s2 +O

�
s3
�
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Therefore, we have

�0Z" + n�
Z 0vM
�1Z"

�0M�+ 2n�
�0Zv + n�2
Z 0vM
�1Zv

=
�0Z"
�0M�

+n�

�
Z 0vM

�1Z"
�0M�

� 2(�
0Z") (�0Zv)

(�0M�)2

�
+n�2


 
�
(�0Z")

�
Z 0vM

�1Zv
�

(�0M�)2
�
(�0Zv)

�
Z 0vM

�1Z"
�

(�0M�)2
+
(�0Zv)

2 (�0Z")

(�0M�)3

!
+Op

�
n�3


�
We therefore make the approximation

n
 (b� �)

� �0Z"
�0M�

+n�

�
Z 0vM

�1Z"
�0M�

� 2(�
0Z") (�0Zv)

(�0M�)2

�
+n�2


 
�
(�0Z")

�
Z 0vM

�1Zv
�

(�0M�)2
�
(�0Zv)

�
Z 0vM

�1Z"
�

(�0M�)2
+
(�0Zv)

2 (�0Z")

(�0M�)3

!

Because the third moments of a normal vector are zero, we can say that

E [n
 (b� �)] � E

�
�0Z"
�0M�

�
+n�


�
E

�
Z 0vM

�1Z"
�0M�

�
� 2E

�
(�0Z") (�0Zv)

(�0M�)2

��
But

E

�
�0Z"
�0M�

�
= 0

E

�
Z 0vM

�1Z"
�0M�

�
=

K�"v
�0M�

E

�
(�0Z") (�0Zv)

(�0M�)2

�
=

2�"v
�0M�

we have

E [n
 (b� �)] � n�

(K � 2)�"v
�0M�
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Therefore, the higher order asymptotics roughly predicts that

E [b] � � + n�2

(K � 2)�"v
�0M�

= � + n�1
(K � 2)�"v

(n���)0M (n���)

= � + n�1
(K � 2)�"v
�0M�

;

which is the same prediction coming from the �usual�higher order asymptotics. We therefore

conclude that the near weak IV asymptotics is qualitatively the same as the standard asymp-

totics. (We skipped the mean squared error calculation, but it is expected to yield the same

qualitative conclusion.)
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